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Abstract A real-time rendering algorithm based on a hybrid rendering scheme is presented. The key frames of
the virtual scene are generated with a geometry-based approach, then a non-linear transformation to all visible points of
each frame near the current viewpoint is performed to reveal their coplanar characteristics and a hierarchical polygon ap-
proximation of the local scene is set up. Any intermediate image between the two key frames could be obtained by re-
projecting these polygons onto the view plane related to the current viewpoint. The gaps that might appear on the inter-
mediate image are filled through bi-directional backward image warping. Experimental results show that our approach is

insensitive to the complexity of the scene and has a satisfactory performance.

Keywords: virtual reality, image-based rendering, level of detail, texture mapping.

In recent years, many researches have been focused on developing real-time rendering tech-
niques for the complex scenes. Three kinds of effective methods were developed, i.e. the visibility
preprocessing“—ﬂ, level of detail algorithm ( LOD )7 and the image-based rendering
(IBR)(* 121 | Since image-based rendering is a technique whose performance is independent of the
complexity of the scene, it can achieve real-time rendering of the complex scene on a low-end com-
puter. Chen and Williams!®! proposed a view interpolation scheme to get smooth transition of two adja-
cent sample images. As the algorithm performs a linear interpolation between the projection locations
of the same visible points on the two images, it cannot simulate the generic perspective transformation
precisely. Moreover, gaps appear frequently on the intermediate image due to local image expanding
and the changes of visibility of the scene. Other researchers adopted some simple geometry such as
quadrangle, polygon meshes to approximate the complex geometry to generate the picture of the cur-

rent scenel 131416~

18] As these simple geometric objects keep the same depth order as that of the vis-
ible objects in the current scene, this approach generates correct occlusion among objects. Apparently
the simplified geometry approximation of the scene is view dependent, it must be updated as soon as

the resultant image deviates from the accurate view by a given tolerance.

A real-time rendering algorithm based on a hybrid rendering scheme is presented in this paper to

take the advantages of both the geometry-based and image-based approaches. The proposed method

* Project supported jointly by Huo Yingdong Young Teacher Foundation and the National Natural Science Foundation of China
(Grant No. 69673027) .
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generates the key frames of the virtual scene first with a geometry-based approach, then establishes

real-time smooth image transition between two adjacent key frames by backward image warping.
1 Reconstruction of the local 3D scene

To reflect the perspective transformation, the 3D coordinates of the visible point through each
pixel on the key frame must be recovered. A sampling of the visible portion of the local scene was es-

tablished without consideration of the corresponding adjacent key frames.
1.1 Geometric reconstruction of local scene

Let I, y be a given image of resolution M x N, z,,  an associated depth buffer, EUVW the
coordinate system of the camera producing image I, where E is the viewpoint (fig.1), U(U,,U,,
U).v(v,, v,, V,) and W(W_, W,, W,) are the three unit-vectors of the axes in the world coordi-
nate. For every pixel P, the corresponding 3D visible point V can be obtained by V = HgP. Note
that V( Xys Yps Zp ,1) and P(x, y, 1, 1) are in homogeneous coordinates. Hj is the 4 x 4 per-

spective matrix at the viewpoint E, namely,

2U, 0 0 E,+ zyV, + 2W,

x

0 2V, 0 E + zxU, + W,

HE = g ’ (1)
0 0 =z E,+ z2xU, + zyV,

0 0 0 1

i, N
M 2M
the screen coordinate of pixel P, and z = z(i,j) the depth value stored in the depth buffer. Let
P(i,j), P(i+1,j), P(i+1,j+1)and P(i,j+1) be the four adjacent pixels on image I, and
{V(i,j), V(i+1,5), V(i+1,j+1) and V(i,j+1) the corresponding visible points which

where x = [ﬁ—%]tg%and y = [ - ]tg%, a is the field of view of the camera, (i,j)

form a space quadrangle. All space quadrangles of adjacent pixels on the image form a mesh which
can be looked as an approximation of the local
scene, and image I is just the projection of this
mesh onto the current view plane. When a new
viewpoint is located nearby, we can simply render
this space quadrangle mesh, and map the color of
image I to the projections of respective quadran-
gles . Obviously, the above mesh consists M x N
quadrangles, and it is difficult for ordinary comput-
ers to perform image warping with so many quadran-
gles. An idea is to merge the quadrangles that come

from the same polygon. The details inside the poly-

gons can be recovered by texture mapping.

1.2 LOD model of the local scene

Fig. 1. 3D mesh reconstruction of the local scene based on

the depth information . . . . .
¢ epth iomation If image [ is synthesized by computer with
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hardware Z-buffer algorithm, then a depth buffer associated with image I is derived automatically. The
hardware Z-buffer algorithm performs a perspective transformation to all objects in the scene. Let (i,
J) be a pixel on the image plane, z(i,j) the depth of the visible point through pixel (i,j) in the
eye coordinate system, then the depth information z’(i,j) stored in the depth buffer can be ex-
pressed as:

Znear
- Z(l,]) ’ (2)

here, z = z,,, and z = z;, are the near clip plane and far clip plane of the current view frustum re-

2 (i) = 2 —
F4

far — Znear

spectively. It is worth mentioning that, all points on the same plane will remain coplanar after per-
spective transformation. Therefore, if the visible points of adjacent pixels of (i,j) come from the
same planar polygon, the depth value z' (i,j) will satisfy A2’ (i,j) = O, here A? is the second or-
der difference operator and

A2 (i,j) =42 (ij) -2 (ij-1)=2(i,j+1)=-2(i-1,7)-20 +1,5). (3)
Thus, a new buffer can be established that contains a lot of elements of zero values, and is called A
buffer. Obviously, the connected region made up by the zero elements on the A buffer is a projection

of a planar polygon. We can then retrieve the 3D information of the visible polygons of the local scene
based on the A buffer and the z-buffer.

For images not rendered by hardware z-buffer algorithm, e.g. those produced by range camera
or by other algorithm, the depth value of each visible point on the images should undergo a non-linear
transformation as described by equation (2) .

To establish a hierarchical visible polygon approximation of the local scene, a binary subdivision
of the A buffer is performed to partition the region. The current region of the buffer is recursively cut
into two sub-regions in x and y directions alternatively. The cut position is dynamically determined as
follows . First, the current region is scanned from one extreme along the cut direction to the other until
the A%z’ (i,j) value of an element on the current scan-line is greater than a given threshold. If the
scanned area is large enough (e. g. 1/4 of the whole region) , then the last scan-line is selected as
the cut position, otherwise a similar operation is implemented from the other extreme. If the cut posi-
tion cannot be determined through the above two steps, the middle scan-line is used to partition the
region. This procedure is recursively implemented until either the maximum value of A%z’ (i,;j) in
the current region is less than the given threshold or the region cannot be divided any further. The 3D
information of each spatial polygon can then be retrieved from the four vertices of the respective rect-
angle on the A buffer. Plate I-A illustrates the results of the reconstructed polygonal mesh of the local
scene based on a depth image at different thresholds. Apparently, by specifying different thresholds,

we get a LOD model of the current local scene.

It should be pointed out that the spatial quadrangles generated by the above algorithm may be
discontinuous topologically in the 3D space, although their projections on the key frame do. To avoid
gaps which may appear on the intermediate image during image warping, the boundary of the projec-
tion of each element of the mesh is expanded by half a pixel. While this method reduces the texture

distortion in the following warping process, it might yield new gaps on other view planes.
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2 Rendering

In this section, we will discuss how to quickly synthesize the intermediate image between two key
frames. In contrast with conventional methods, we perform backward image warping according to the

position of the intermediate viewpoint.
2.1 Backward warping

Let E’ be an intermediate viewpoint. As it lies near the current viewpoint, the intermediate view
keeps a great coherence with the current view. The intermediate view can be generated by re-project-
' ing the visible polygon approximation of the local
scene onto the intermediate image plane. To keep
the coherence, image I in fig.2 is attached to the
quadrangle mesh as texture, and each spatial quad-
rangle is rendered by hardware texture mapping. So
in principle, the image on the screen needs to be -
projected onto the spatial quadrangles, which is in

fact a process of establishing the textures. Howev-

er, the inverse projection of textures is not a linear

mapping, it cannot be accomplished with the cur-

Fig. 2. Backward warping procedure.

rent texture mapping hardware. Rather, in our
method , the spatial quadrangles are first projected onto the intermediate image plane and a number of
planar quadrangles are obtained, then each projected quadrangle is associated with a corresponding
region on the key frame which is taken as a texture. The vertices of the projected quadrangle on the
intermediate image plane can be obtained by

Q, = H3'V, = H;'H.P,, (i =1,2,3,4),

where @, is a vertex of the projected quadrangle, V; the corresponding vertex of the spatial quadran-
gle.

In fact, a backward mapping is performed in the above procedure. The projected area of a spa-
tial quadrangle on the new image plane can be looked as a warping of rectangle image on the original
image. As shown in fig.2, the pixel region PP, P;P, on image I corresponds to the spatial quad-
rangle V,V,V;V,, the quadrangle Q,Q,(Q;Q, on the new image plane is the projection of spatial
quadrangle V,V,V,V,, and P;P,P,P, provides the texture of rendering the planar quadrangle

Ql 0203 04'

When the area of the retrieved spatial polygon is large and near the new viewpoint, the above
backward warping process may cause serious distortion due to the great depth variety of the visible
points on the spatial quadrangle. To keep the rendering quality, such kind of quadrangles should be
subdivided adaptively. At present, however, a uniform subdivision is performed in our algorithm.

2.2 Gap filling

Although the backward warping technique removes a great number of gaps due to local image ex-
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panding, it cannot eliminate the gaps caused by visibility changes of the local scene. The essential
problem is that no visible information through these gaps is provided by original image 1. Various ge-
ometry-based approaches can be employed to recover the visible information within these gaps[s’s] ,
but they failed to meet both the requirements of real-time rendering and image quality. In our algo-

rithm, the following strategies are used to solve this problem.

(i) Using two adjacent key frames to fill the gaps. When two spatial quadrangle meshes derived
from adjacent key frames are projected onto the same intermediate image plane, the two projections
are mostly complemental for gap filling. One projection is chosen as the foreground of the intermediate
image according to the distance from the intermediate viewpoint to the viewpoints of the key frames.
The projection of the mesh with less distance is regarded as the foreground while the other as back-

ground . This method can reduce the alias of rendering to some extent.

(ii) For the remaining gaps whose contents are visible to the intermediate viewpoint, but invisi-
ble to the viewpoints of both the two key frames, we make use of the last frame image to fill them.

This simple technique takes advantage of the image coherence and avoids image flashing.

The experimental results show that the above gap filling method is fast and efficient. The quality
of the intermediate image is much better than that generated by view interpolation. The process is il-
lustrated by Plate I-B. Note that this method can also be applied to the real world images. To do this,
we need to adopt computer vision techniques to recover the 3D positions of viewpoints and the depth

information of each visible point.
3 Implementations and discussions

We implemented the proposed algorithm on a SGI Octane workstation. The key frame depth im-
ages are generated by Iris Performer sofiware. Scene models are generated with Multigen software.
Two scenes are adopted for testing the performance of the method, one is an outdoor scene,the other

is an indoor scene. The resolution of all test images is 512 x 512 pixels.

The outdoor scene (Plate I-A(a)) consists of more than 100,000 polygons. The excessive de-
tails are represented by textures. Plate I-B(a) and B(b) are the two key frame images, B(c) and B
(d) are generated by backward warping key frame B(a) and B(b) onto the same image plane with re-
spect to the intermediate viewpoint Ey, Ey = (E, + E,)/2, (E,, E, are the viewpoints correspond-
ing to B(a) and B(b) ). The red regions in the picture represent the gaps. B(e) is the compositional
result of B(¢) overlapping B(d). As B(c) and B(d) are complementary, the gaps in B(e) become
much less. The remaining gaps in B(e) are filled by adopting the previous frame i.e. B(a), as the
background. B(f) is the final result of this process. It takes 0.048 seconds to accomplish the whole

procedure. The cost for the key frame generation is not accounted here.

It can be observed that the rendering time of an intermediate image is almost independent of the
complexity of the scene except for the generation of the key frames which is relevant to the resolution
of the key frame image. According to the performance of the hardware, a suitable key frame resolution

and a A buffer region partition threshold can be determined to achieve a satisfactory refresh rate.



146 PROGRESS IN NATURAL SCIENCE Vol. 10

From the experiments, we found that objects near the viewpoint of the key frame may cause seri-
ous texture floating and alias on the intermediate images and our above gap-filling scheme cannot
properly recover the information within the gaps. To solve this problem, one can remove the objects
near the current viewpoint from the key frames, and then render these geometric objects directly to the

intermediate picture.
4 Conclusions

In this paper, we propose a real-time rendering algorithm based on backward image warping. A
nonlinear transformation and a second order difference operation are applied to the depth values of all
visible points to reveal their coplanar characteristics. A hierarchical visible quadrangle approximation
of the local scene is then established. The intermediate images can be generated by re-projecting the
visible quadrangle mesh onto the intermediate image planes, and the gaps that may appear on the in-
termediate images are efficiently eliminated by bi-directional backward image warping. Experimental
results show that our algorithm can achieve real time rendering with fairly good image quality. The
rendering time requested by our approach depends on the image resolution but almost independent of

the geometric complexity of the scene.
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A. Partition the depth image. (a) The onginal image; (b) result of partitioning with threshold of 2'5;

{¢) result of partioning with threshald of 2'' . B. Process for generaling an inlermediale image.




